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SITUATED INTERACTION RESEARCH

enable computers to understand and participate in the social physics
of human interactions

situational context communicative processes

why: goals and intentions

sense and reason about beliefs, intentions,
goals and long-term plans

planning

what: situation and activity understanding

sense and reason about reley

and activities of self and others

turn taking

who: physical awareness
identify, track, and characterize relevant

actors, objects, states and relationships engagement




Multimodal
Streaming Data

Integrate Many
Technologies

Operate Under
Latency Constraints




CHALLENGES
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Lower the engineering costs

Foster innovation and research
Platform for
Situated Intelligence

Open-source: www.github.com/microsoft/psi

NET standard, cross-platform



COMPONENTS

sensors | imaging | audio | vision | speech | language | ...

Platform for
Situated Intelligence

TOOLS

data visualization | debugging | annotation | processing

RUNTIME

streaming | logging | parallel coordinated computation
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data visualization | debugging | annotation | processing




APPLICATIONS

// create pipeline
var p = Pipeline.Create();

// instantiate components
var microphone = new AudioCapture(p);
var camera = new MediaSource(p);

// connect components
microphone.PipeTo(voiceActivityDetector);
camera.PipeTo(lipMovementDetector);

// run the pipeline
p.Run();
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EXECUTION

// create pipeline
var p = Pipeline.Create();

// instantiate components
var microphone = new AudioCapture(p);
var camera = new MediaSource(p);

// connect components
microphone.PipeTo(voiceActivityDetector);
camera.PipeTo(lipMovementDetector);

// run the pipeline
p.Run();
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STREAMS

Originating Times

Synchronization
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STREAMS
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EFFICIENCIES

Pipeline Parallelism

Time-aware
Scheduling

Fine-grained Control
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WRITING
COMPONENTS

Easy to Write
State Protection

Isolated Execution

Micro
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}

// Component class
public class SpeechSourceDetector
{
i TimeSpan timeSincelastSpoke;
1
- : public void ReceiveVoiceActivity(
Voice ; bool vad, Envelope e)
»M Activity —>E15{
Detector : e
. ¥
|
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|
) : public void ReceivelipMovement (
Lip : bool 1m, Envelope e)
>M Movement l—————E15{
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WRITING
COMPONENTS

Easy to Write
State Protection
Isolated Execution

Hierarchical
Composition

Micro
phone

Camera
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Multimodal Voice Activity Detector
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sensors | imaging | audio | vision | speech | language | ..
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RUNTIME

streaming | logging | parallel coordinated computation
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TOOLS

Data Visualization
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TOOLS

Data Visualization
Navigation
Live

Annotations

Batch Processing

Etc.
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data visualization | debugging | annotation | processing

RUNTIME

streaming | logging | parallel coordinated computation




COMPONENTS

Sensors
Audio, Imaging
Speech, Vision
Language

ML / Onnx

Cloud Services



INTEROP

ROS

Python / Pytorch

Javascript
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WHAT IS THAT? (SAMPLE APP)




BOT FOR MICROSOFT TEAMS




HOLOLENS 2

4 visible light cameras

2 infrared cameras
time-of-flight depth sensor
RGB camera

accelerometer

gyroscope

magnetometer

9-channel microphone array
spatial sound
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PSI HOLOLENS INTEGRATION

Client-Server architecture: HoloLens 2 with off-loaded compute

HoloLens 2

\psi

Sensing and
Rendering
Pipeline

sensor streams

Desktop PC

render streams

A 4

A

\psi

Compute Pipeline

interaction control, speech recognition,
computer vision, LLM queries, etc.
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CONTINUAL LEARNING ABOUT OBJECTS

Bohus, Andrist, Feniello, Saw, and Horvitz. “Continual Learning about Objects in the Wild: an Interactive Approach’, in Proc. of ICMI 2022

A multimodal, interactive approach for learning to recognize an
open-ended set of objects online and onsite, in mixed reality




CONTINUAL LEARNING ABOUT OBJECTS

Bohus, Andrist, Feniello, Saw, and Horvitz. “Continual Learning about Objects in the Wild: an Interactive Approach’, in Proc. of ICMI 2022

Edit segmentations in stream




TASK ASSISTANCE IN THE PHYSICAL WORLD



HOLOASSIST DATASET

Wang, Kwon, Rad, Pan, Chakraborty, Andrist, Bohus, Feniello, Tekin, Frujeri, Joshi, Pollefeys. “HoloAssist: an Egocentric Human Interaction Dataset for Interactive Al
Assistants in the Real World’, in Proc. of ICCV 2023

An egocentric human interaction (task assistance) dataset

Instructor



HOLOASSIST DATASET

Wang, Kwon, Rad, Pan, Chakraborty, Andrist, Bohus, Feniello, Tekin, Frujeri, Joshi, Pollefeys. “HoloAssist: an Egocentric Human Interaction Dataset for Interactive Al
Assistants in the Real World’, in Proc. of ICCV 2023

an egocentric human interaction (task assistance) dataset

166 hours

222 participants

350 instructor-worker pairs
20 object-centric tasks

multiple modalities

rich temporal annotations




SIGMA

Bohus, Andrist, Paradiso, Saw, Rad, Chakraborty. “S/IGMA.: An Open-Source Interactive System for Mixed-Reality Task Assistance Research’, in Proc. of IEEE VR VRW 2024

A research testbed for mixed-reality task assistance research
Build on \psi, open, extensible
Large language and vision models
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GET INVOLVED

Use it

github.com/Microsoft/psi

Report issues

Contribute

Tell others

github.com
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Platform for Situated Intelligence

#P Azure Pipelines |succeeded

Platform for Situated Intelligence (or in short, \psi, pronounced like the Greek letter) is an open, extensible
framework for development and research of multimodal, integrative-Al systems. Examples include multimodal
interactive systems such as social robots and embodied conversational agents, mixed-reality systems, applications
for ambient intelligence or smart spaces, etc. In essence, any application that processes streaming, sensor data
(such as audio, video, depth, etc.), combines multiple (Al) technologies, and operates under latency constraints can
benefit from the affordances provided by the framework.

The framework provides:

* a modern, performant infrastructure for working with multimodal, temporally streaming data
* a set of tools for multimodal data visualization, annotation, and processing

* an ecosystem of components for various sensors, processing technologies, and effectors
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